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Reqguierements

1 - A networked multiresolution 3D content
2 - Various distributed connectivity strategies

3 - Distributed emulation platform



OVE : Objectives

1 - Providing a framework that allows various
networked content multiresolution reproduction
(including data chunks organization)

2 - Providing a framework that allows single or
multiple distributed connectivity strategies
Implementation and reproduction (network
exchanges and connectivity relations in centralized,
hybrid or peer-to-peer)

Generally = Providing a framework that allows the
Implementation and experimentations of various
multiresolution content distribution and reproduction
strategies



OVE : Multiresolution histogram

~ 3500 Vertexes




OVE : Multiresolution histogram

Same 30x30 histogram
Tree depth

(A) Quadtree simplification
according to modeling error
and distance between peaks

(B) Quadtree simplification
according to minimum
size of peaks



OVE : Multiresolution histogram
reproduction

Video 1 (32s)
Histogram 15x15
Quadtree simplification according to modeling
error and distance between peaks

http://www.youtube.com/watch?v=ZTIHVOr5Fws



OVE : Distributed connectivity

2D Voronol / Delaunay distributed connectivity

Shun-Yun Hu, Jui-Fa Chen and Tsu-Han Chen, VON: A scalable peer-to-peer network for virtual
environments, IEEE Network, vol. 20 no. 4, pp. 22-31, Jul./Aug. 2006.

Triangulation relaxed connectivity

Efficient Triangulation for P2P Networked Virtual Environments, E. Buyukkaya and M. Abdallah
Proc. ACM SIGCOMM Workshop on Network and Systems Support for Games (Netgames),
Worcester MA,USA, October 2008.

Centralized nD proximity



OVE : Network architecture
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OVE : Screenshot
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OVE : Interface

1.The current Cartesian reference frame (1, 2 or 3D with selected dimensions).
2.Visualize a 3D model of the Cartesian reference frame.

3.Visualize a ground or a earth model and the movements boxes.

4.Change quickly the Cartesian reference frame to the real or the virtual world.
5.Add or remove a multiresolution 3D histogram.

6.Your viewpoint location in the distributed emulation with the time ratio.

7.Start, stop, pause, resume, slow down or speed up the distributed emulation.
8.Select the information you want to get from registered peers.

9.Free all collected data or plot them using gnuplot.

10.Visualize in real-time the data collected by the super peer.

11.A graph that represents the local resources used by the considered process.
12.Visualize a description of all nodes and network messages exchanged.
13.Visualize the data level of each content (i.e., if a detail equiv. many chunks).
14.Tune the rendering using theses commands.

15.Visualize the contents, their data distribution, their corresponding bounds and the real-
time data transfers.

16.Increase or decrease the global reproduction quality (you can also use the mouse
scroll).

17.An authority model that corresponds to a user viewpoint.

18.A data transfer between two authorities in the considered Cartesian reference frame.
19.The nodes/chunks distribution of the loaded multiresolution 3D histogram.

20.The description of the message exchanged between two authorities.



OVE : Distributed connectivity
experimentation

Video 2 (575s)
1 super peer
1 seed and 5 peers
VON connectivity

http://www.youtube.com/watch?v=0-rOk_dP}J8
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ldeal mixing strategy on top of efficient distributed connectivity strategy ?

Strategy different for each content ? Strategy different for each usage ?

OVE possibly allows the mixing of contents !

OVE possibly allows the mixing of strategies !



A collaborative research platform ?

Many connectivity strategies

Many contents/states in DVE

Many contexes and usages
Many experimentations

Thanks !
Questions ?

http://openvirtualenvironment.lip6.fr


http://openvirtualenvironment.lip6.fr/

