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Abstract—Efficient data transfer is an essential topic to achieve also necessary to cope with network congestion on P2P
scalability and data consistency to maintain the system in P2P- environment, by reducing inefficient data transfer for multihop
based Virtual Collaborative Space (VCS). In this VCS, each communication.

terminal requires the surrounding spatial data of its avatars . .

for visualizgtion of space. The gconZestion of avatars is then . We employ a well-known Del_aunay dlagram_ln computa-
a serious problem when each terminal collects spatial data tional geometry based on the adjacency of locations of avatars
from the surrounding avatars. Thus, it requires a method to as nodes. We have proposed an autonomous and distributive
transfer data without delay and to relieve the load for terminals generation algorithm of P2P Delaunay Network, which nodes

and networks. This paper proposes a data aggregation method generate such overlaid network cooperatively over 2D plane
on a P2P-based scalable geographic network to transfer the .

data efficiently at a congested area of avatars as nodes on all P2P settings [9]. We ha_lve also proposed a Skip Delaunay
geographic network. The authors apply Skip Delaunay Network Network (SDN) for reducing the number of hops for data

(SDN) generated from a hybrid structure of logical SkipNet and transfer to remote nodes, using the hybrid structure of logical
geographical Delaunay Network for remote access, and perform Skipnet and a geographical Delaunay network, and shown

geocast for sending messages to a particular point or range on method to perform geocast to determine the directions to send
a plane. The authors conceive that multiple data paths to a .
data on geographical network [10].

common destination node construct a tree structure, in which L . .
the destination node is the root node, and nodes along the way | nodes within the view range increase, such problems
are the internal nodes of the tree. Using the internal nodes for as following become crucial in terms of network scalability,
data aggregation, the proposed method can reduce frequent data which requires a scheme to transfer data efficiently.

transfer at a geographically crowded area of nodes. The authors .
show that data aggregation method on SDN can achieve both - Data Trlfmsfer Delf’iy..lncrease ofknumber of hops
the long range contacts and reduction of CPU and network loads ¢ Neétwork Congestion: Data packet concentration to a

regardless of node distribution. The efficiency has been evaluated specific peer

from the context of node congestion by examining the number Furthermore, even though SDN can reduce the delay for data

of transferred data for methods with and without aggregation. transfer, it cannot perform network load balancing for data
I. INTRODUCTION packet concentration at a crowded area of nodes.

Virtual Collaborative Space System (VCS System), a systemIn this paper, we show data aggregation tree on SDN, which

which the location and performs. interaction on virt uses the scheme to temporarily cache multiple data and send
ch uses the focalion and pertorms interaction o ugfem to the successor node at once. The paths for multiple data

ent to the same destination node generate a tree structure, in

control these avatars from their terminals to walk-through ?\;ﬁiCh the root node is the destination, and each internal node
. . ; 9 the tree is a node to cache multiple data and send them at
space, and perform interactions by sending messages to o ely

users in virtual space. Using this scheme, we can reduce the frequency of data

Most of these VCS systems are built in C/S model [3], [41ransfers between nodes, and cope with hotspots of nodes

which lacks scalability such as excessive cost for servers du%geiving data packets frequently. Our method employs advan-
the increase of users. To overcome this problem, some eff é;

h b 1 de f tina VCS svet eous features from both the SDN and aggregation method,
ave been recently made for generating v Systems on reducing the data transfer delay with SDN and handling
setting [5-8], focusing on the characteristics as follows:

- ) network congestion with aggregation tree.
« Network scalability with respect to number of users

« System scalability according to spatial extension Il. FEATURES OFPROPOSEDMETHOD
. Distributive data management by space partitioning, add Generation of View
allotment of partitioned space to nodes GUI Construction:In Virtual Collaborative Space, user’s

VCS systems have the same characteristic that each useminal requires the surrounding spatial data of its avatar
requires only the local data of the surroundings. Thus, it ie generate a view range for visualization of space. Thus, to
necessary to aggregate the surrounding data, and disseminatestruct a GUI, each user’s terminal requires the spatial data
the data to a particular location or range on space. It isanaged by other users.
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Fig. 1. ao’s Data Dissemination and Aggregation for Constructing a View Fig. 2. Geometric Routing to Nodes within View Range on SDN

, To gather data from term_inals of the surrqunqmg avatars,d'ﬁng connections with remote nodes. Moreover, we perform
is necessary for other terminals to send tlflgication, state) eocast on SDN to send data to every node within the view
data. On the other hand, it is also required to receive the%%ge Using SDN, we can build long range contacts (LRC)
date;]from f[hel terminals of near_by avgtr;';lrs. Our model enab 6%end data to remote nodes, to deal with data transfer delay.
each terminal to generate a view with a certain rang®y 14 herform geocast, each node generates Voronoi Diagram
disseminating and aggregating these data to terminals of i§ a1y with all of the neighbor nodes throughout the entire
surrounding avatars autonomously and distributively. Here, wg | ¢ spN Using this Virtual Voronoi Diagram, we can
assu’me thg S|Ize and shape of view range is equal for ®V8Btermine the neighbor nodes to send data by extracting the
user's terminal. intersection aread; of query range and neighbor nodes’

A partlculﬁr Users terminal Wh'cz IS co;trodlllng avaaf \jryal Voronoi Region. We send the data to every node, whose
generates the view rangf(a;), and sends data 0 every\;y,a| voronoi Region intersects with the query range.

term!nal which has avatar withinR(a;). The number Of, _When data are sent to all neighbor nodes within view
terminals to send data depends on the density of avatars W'tmﬂge, some nodes might receive the same data from multiple
th.e yiew range. the that two part.icular avataysa; mutually neighbor nodes. To avoid this, we set the direction to send
W|th|n their own view range require data'of each other. data by replacing the query range with intersection atea

Fig. 1 shows an example for generating a view of avatghy send data with query rangg to neighbor nodes. Thus,

ao. It shows thatay requires data ofa; within the View o .o send data to a specific direction, and each query range
rangeR(ao). On the other handy, requiresag’s data in the oo il be received only once

same way. Assuming that radiusof view range is the same v ;se the following notations to describe our method:
with every avatarag’s terminal disseminates its data to its - :
surrounding avatar's terminals, and aggregates other terminaf% VZV: neighbor node set of the entire level of SDN
data within the view rangé(a) including a,’s data. In this |e V.Vor(n;): Virtual Voronoi Region ofn;
way, the necessary spatial data are sent to all terminals witg q(n;): query range ofq;
avatar in the view range. - - - -
Delaunay Network:Delaunay Network provides locality Usmg these no_tatlons, we derive the following formula to
connections only with its adjacent neighbors, which cafftermine the neighbor nod@éN..,4(n;) to send data.
efficient!y gath'er the surrounding spatial data required for v, . (n;) = {n; € NN|V.Vor(n;) Nq(ni) # ¢} (1)
generating a view. We use the locations of avatars controlled ) . )
by users’ terminals as nodes’ location on Delaunay Netword'Stéad of sending the view range to neighbor nadewe
Moreover, by assigning Voronoi Regions as the managif§y send the intersection argén;) = {V.Vor(n;) Nq(n:)}
territories of space to the entire nodes, the entire data wittifh nden;. Note that this intersection area is used to set the
the view range can be queried as the Voronoi regions of entffection to send data.

nodes cover the entire plane. Here, we describe the method to perform geocast on SDN
to assure thah,’s data can be reached to every node within
B. SDN as a Scalable Network a certain view range, using Fig. 2. Initially,no generates
Geocasting within View Range on SDN V.Vor with neighbor nodes of every level of SDN (blue dots

Delaunay Network requires a mechanism to access to o Fig. 2 left). In the figuren, ns, ns, n4, ng, ns, N1o,
mote nodes in case when node congestions occurred within the, n,s are the neighbors afy,. Among these neighbors,
view range. Else, it can cause data transfer delay dependingsends data to neighbors with intersectingV.Vor(n;) and
the number of nodes within the view range. Thus, connectionew range R(ny), which refers to all the neighbors of,
with remote nodes are necessary to send data within #weceptn;3 and nig. The data includes the intersection area
congested area of nodes. dataR; on the figure.

We use SDN, which is a hybrid structure of SkipNet and Then, noden; which has receivedR; data verifies their
geographical Delaunay Network on a plane [10], for genentersections with their neighbor®.Vor and R;, and sends
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Fig. 4. Aggregation Tree Model for Data Transfer
intersection data to its neighbors in the same way. Fig. 2 right

showsng, which has receivedRg data fromng, sends the
intersection data of neighbor¥.Vor and Rs to neighbor neighbor nodes at once. In this way, we can save bandwidth
nodesn; andng, respectively. Using this routing scheme, they reducing frequent transfer of data packets, and reduce the
data can be delivered to the entire nodes within the circulanmber of data packets in the entire network.
range with radius-.

This method for disseminating data within view range hds. Data Aggregation Method

the following characteristics: In the previous section, we have shown method for nodes to
« Data can be sent to every node with an intersection of #€nd data using geocast, and explained that skewed distribution
Voronoi region and view range of nodes can cause network congestion when performing
. Data can reach the destination node(s) regardless of geocast on SDN. Here, we provide solution to reduce network
location and shape of view range load and frequent data transfer, using data aggregation tree to
Congested Nodes on SDN transfer data efficiently.

In the previous section, we have shown that we can expe Pata_aggregation tree is a tree structure .buillt from the paths
an efficient routing scheme for disseminating data to remd? multiple data sent to a common destination node. This

nodes by using SDN. We believe that this scheme can provi‘iﬁ%e is generated passively from the paths of data sent by

efficient routing for nodes within the view range. In thi@eocasting. The node which constructs the view range is the

section, we describe how to solve the remaining problems f§°t node of the tree, and each node generates its unique data

SDN when data concentrate to nodes in the crowded area2997€gation tree. Data are sent to its parent node of the tree
\rlgcursively, until the data reach the destination node.

In SDN, the network load can be balanced if nodes ha When d hei d itinle d
equal size ranges and are uniformly distributed on a plane en data are sent to their parent node, multiple data can

However, when nodes are skewed at a particular location |&I;ersect at a particular internal node of the tree. From this

space, the network load can be congested at the skewed B@%rna\lllvnode, t_ze dahta take thg cfomm(;)_n par:h ':jo the o(lje_s_t(;natlilon
tion of nodes on space. Specifically, SDN has a characteridiigd€- YVe consi er that instead of sending the data indivi ually,
tiple data should be cached and sent together as a single

that a particular node possesses many connections if a lal
number of nodes are within the view range, which increasg fa to the successor node. i
the risk for data packets to be received from multiple nodes €€ We provide an example of data aggregation tree of
frequently (Fig. 3). Therefore, to deal with such problems, Rodeny (Fig. 4). Letn;, n; be source nodes to send dafia
is necessary to consider an efficient data transfer schemédiot© d'estlnatlon nOdelO, respectlvely.. T'he paths fat;, d;
avoid network congestion. have either of the following characteristics:
When sending data packets, it is obvious that they shoulde d: andd; intersect at a particular node:, and takes the
be sent with long messages up to the limit of window size, Same path to
instead of sending numerous short message packets frequently. di andd; intersect atn
Otherwise, frequent transfers of short message packets tathis treen is the root node and intersecting nodegis the
waste the bandwidth, as several packets may get lost duart@rnal node. To reduce frequent data transferandd; are
buffer overflow, which requires the packets to be sent agapackaged as a single datargf and sent tayy accordingly.
Resultantly, this increases the risk for massive packets to flonWe believe that data aggregation tree can considerably
in the network, which causes network congestion. reduce the data transfer frequency for these nodes. Moreover,
Thus, in order to avoid such situations, we consider a modhk total data transfer frequency can stay low throughout the
to cache multiple received data and send to the followirgntire nodes.
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Ill. PROPOSEDMETHOD AND ITS DATA STRUCTURES Fig. 6. Data Aggregation and Transfer Method

Here, we describe the proposed method for generating an
aggregation tree. Figure 5 shows the data structure of our, vy or of every neighbor node (in NN List)
method and roles for each list. Initially, each node has three, Query range from predecessor node (in Comp List)
lists, namely Receive List (Rec List), Neighbor Node List (NN To choose the destination node, we obtain the intersecting

List), and C_om_putat|on List (Comp List). ) area of query range ant.Vor for every neighbor node in
The queries include [Node ID, Packet ID, Location, Queryy, List. Every neighbor node with an intersection area will

Range, Time]. All the queries received from other nodes R the target node to send the query. Instead of sending the

stored in R_ec List. - view range as query range, we send the intersection area as
The details of the processes in Fig. 5 are as follows: query range to successor neighbor nodes.
1) When Comp List is empty, move all the queries from Figure 6 (a) illustrateg, andg.’s query ranges intersecting
Rec List to Comp List, and clear Rec List with {V.Vor(nz), V.Vor(ns), V.Vor(ns)}. Thus, the next
2) Extract each neighbor nodg from NN List destination nodes fog; and ¢ will be ns, n4, and ns.
3) Obtain the intersection area with each query range @onsequently, the next destination noded (vill be sent with
Comp List andV.Vor(n;). Generate Send List() and the intersection area df.Vor(n;) andq,, ¢, respectively.

store intersection area for each query Send List for Packaging and Sending Queries
4) When every query in Comp List is processed, send Sendwhen sending packets to a particular neighbor node, it
List(n;) to noden; is inefficient to send range query packets one after another.

5) Perform step 2) with next neighbor in NN List. Clearrherefore, we generate a Send List to store every query with

the Comp List when every node in NN List is processegn intersection area of neighbor node, and send the queries

Get Queries from Rec List together to the neighbor node.

In order to determine the next destination node to sendThe Send List is generated separately for each neighbor
range guery, we obtain the intersection area of query rangede, and each query in Comp List is classified to the Send
and V.Vor of neighbor nodes. We do not use queries in Rdgst of relevant neighbor nodes. To send queries in Send List
List to obtain the intersection area, as this process should tegether, we generate a package with all queries in Send List,
be interfered by the process of adding queries in Rec List. Thatd send it to the neighbor node. In this way, we can send
is, each node in NN List in turns obtains an intersection ar@aultiple queries together to neighbor nodes, avoiding frequent
with each query in Comp List, hence the new added quetiata transfer.
might not be processed by some neighbor nodes, which havéigure 6 (b) shows an example for generating Send List
already completed their intersection area computation. of ng, and utilizing it for packaging multiple queries to send

Therefore, we use Rec List to store queries received fram neighbor nodews. Multiple queriesq:, g2, g3, ..., ¢; are
other nodes, and Comp List to get queries from Rec Lisftored in Comp List. The Send List for; Storesg; andg, as
In detail, the Comp List pulls out a set of queries from Refhiese two queries are to be sentrtg Finally, ¢g; andg, are
List and stores in Comp List, when the Comp List is emptypackaged and sent to;.

Moreover, the Comp List clears the list every time when the
processes have been completed throughout all neighbor nodes.
Selecting Neighbor Nodes to Send Queries In this section, we verify the efficiency of our data aggre-

Here, we describe the process to choose the neighbor ngdéion method from the effects on node congestion within the
to send the queries in Comp List. To choose the neighbor nogleew range. We have obtained the number of received queries
the following information is required. according to the increase of nodes within the view range.

IV. EVALUATION
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L 2000 | = Aeeregation networks. [10] proposes method to construct a probabilistic
2 link structure with remote nodes on P2P Delaunay Network,
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¢ For reduction of data transfer frequency, a method has also
2 0l been proposed to construct a tree for aggregating and sending
multiple data to its connected node. [13] proposes directed
0 ' ' ' ' diffusion scheme for data dissemination, to intentionally ag-
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gregate multiple data at internal nodes of the tree. On the
contrary, our method generates an aggregation tree passively
Fig. 7. Node Density and Number of Received Data from the path of multiple data sent using geocast.
In our proposed method, we can achieve efficient data
transfer from both advantages of an efficient geocast routing
In our method, each node has a view range, and multicastechanism and data aggregation method.
data within the view range. We fix the shape and size of

. . X VI. CONCLUSION
view range for every node, and examine how the node density N ,
affects the CPU load for method with/without aggregation. & have proposed method to utilize Data Aggregation Tree
Settings for Simulation for efficient data transfer, and examined that our method

Under the following settings, we have obtained the numbWorks efficiently on SDN through numerical simulation. Fur-

of received data for with/without the data aggregation on SDN'€rmore, with Data Af\ggregation Trefef_ and lgeorr?_(latric rq(ljjlting
. View range: Nodes have circular view range on SDN, we can perform geocast efficiently while avoiding

« Node density Nodes increase within the view range network congestion. " :
. For our plans in future works, additional evaluations are
« Data transfer: Nodes send each data per step

- : required with/without aggregation method, such as verifying
* Qgg;eg?gO;ﬁ;?gti?i;j;tz;;dtsig? fbgflr?gggé nOdetﬁe CPU and network load, acquiring the appropriate interval
* ggreg _ g time lengths for aggregating data, and examining the amount
CPU Load w.r.t. Node Congestion

> . L of data loss due to transfer frequency of packets.
We compare the method with/without aggregation in terms

Num. Nodes in View Range
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